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Abstract. This paper proposes to revisit a recent interactive segmen-
tation algorithm based on an original image representation called the
component-tree [1]. This method relies on an optimisation process allow-
ing to choose a segmentation result fitting at best some image markers
defined by the user. We propose different solutions to improve the effi-
ciency of the method, in particular by including meaningful photometric
informations and by assessing automatically the user parameter α.

1 Introduction

As segmentation is an ill-posed problem, interactive segmentation is considered
as an efficient way for obtaining good results according to the user need. More-
over, recent devices with camera and tactile interface offer new perspectives
and have shown their relevance for interactive segmentation [2]. Due to their
restricted computing and memory capacities, segmentation algorithms imple-
mented on tablets have to be computationnally and memory inexpensive. Be-
sides, tactile interface do not provide precise markers and majority of interactive
segmentation method based on markers are very sensitive to marker quality. In
this context, interactive segmentation based on component tree seems partic-
ulary relevant [1] since it is a fast, efficient and robust to rough markers seg-
mentation method. But this algorithm fails to segment some type of object and
needs a parameter α which can be tedious to set. So, in this article we propose
some image preprocessing to improve object segmentation and introduce an au-
tomatic way of setting α based on meaningful scales [3]. Furthermore, we have
implemented the proposed method on tactile tablet.

In the next section, we recall the principles of the component-tree based
segmentation. We then propose some ways of including image information in
component-tree based segmentation and illustrate their relevancy by some ex-
periments.
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Fig. 1. (a) A grey-level image I : [[0, 9]]2 → [[0, 4]] (from 0, in black, to 4, in white).
(b–f) Threshold images Xv(I) (white points) for v varying from 0 (b) to 4 (f). (g) The
component-tree of I. Its levels correspond to increasing thresholding values v. The root
(i.e., the upper node located at the level v = 0) corresponds to the support E = [[0, 9]]2

of the image.

2 Component-tree based segmentation

In the following, we summarize the segmentation algorithm based on the component-
tree structure described in [1].

2.1 Component-tree: definition

A discrete grey-level image can be defined as a function I : E → V , with E ⊆ Zn
a finite connected set and V = [Vmin, Vmax] ⊆ Z the finite set of values of I.

Let X ⊆ Zn be a non-empty set. The set of connected components of X is
denoted by C[X]. Let Xv the thresholding function defined for any v ∈ V by:
Xv(I) = {p ∈ E | I(p) ≥ v}. Let K =

⋃
v∈V C[Xv(I)] be the set of all the

connected components obtained from the different thresholdings of I at values
v ∈ V . The component-tree of I is the rooted tree T = (K, L,R) such that:

(i) K =
⋃
v∈V C[Xv(I)],

(ii) L = {(X,Y ) ∈ K2 | Y ⊂ X ∧ ∀Z ∈ K, Y ⊆ Z ⊂ X ⇒ Y = Z},
(iii) R = sup(K,⊆) = XVmin

(I) = E.

The elements of K (resp. of L) are the nodes (resp. the edges) of T . The element
R is the root of T . An example of component-tree is illustrated in Fig. 1.

2.2 Segmentation based on component-tree

Based on this structure, a segmentation of I can be achieved by selecting a subset
of nodes K′ ⊆ K and computing the associated binary image S defined as the
set S =

⋃
N∈K′ N (see Fig. 2).

Let G ⊆ E be a binary image: G can be, for example, a marker manually
drawn on an original image I. The segmentation procedure consists in selecting
automatically the subset K′ of nodes in order to obtain the binary image S which
is “closest” to G. More formally, given a similarity criterion d, the segmentation
process is an optimisation problem consisting in determining the set:

K̂ = arg min
K′⊆K

{
d
( ⋃
N∈K′

N,G
)}
.
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Fig. 2. (a) Example image and (b) its component-tree T . (c) In grey: subset K′ of
nodes selected from T . (d) The associated binary image S.

Given a parameter α ∈ [0, 1], the pseudo-distance dα taking into account the
amount of false-positives/negatives between the marker G and the binary seg-
mentation S =

⋃
N∈K′ N is defined for any X,Y ⊆ E by: dα(X,Y ) = α.|X \Y |+

(1−α).|Y \X|. The optimisation scheme is based on this pseudo-distance which
constitutes an efficient similarity measure between two binary images. It can be
efficiently solved by using dynamic programming (see [1] for more details).

The segmentation procedure consists in (i) the manual delineation of a rough
marker inside the object to segment and (ii) the interactive setting of the α
parameter in order to choose the “best” segmentation. Indeed, the quality of the
result is highly dependent of the α parameter as illustrated in Fig. 3.

α = 0.1 α = 0.3 α = 0.5 α = 0.7

Fig. 3. Illustration of the influence of the α parameter on the segmentation quality
(represented in blue). The marker G is superimposed in red.

3 Including Meaningful Image Information in Component
Tree

The segmentation method previously described suffers of two main drawbacks
which limits its efficiency in real-world image applications. First, the method
is devoted to the extraction of objects which are represented by a node of the
component-tree: this limits the extraction process to bright objects surrounded
by dark background. A second problem is the manual setting of the parameter α
which can be tedious and time consuming.



In this paper, we propose to address these drawbacks by: (i) exploiting the
contrast information given by the marker in order to automatically compute
the most relevant component-tree structure enabling to extract the object and
(ii) determining automatically the most relevant α parameter based on gradient
information and contour smoothness.

3.1 Exploiting photometric informations

We propose different strategies to exploit the photometric informations given by
the marker in order to address the first problem.

Automatic component tree selection The component-tree based segmenta-
tion is dedicated to extract objects belonging to nodes, i.e. bright objects on dark
background. In order to deal with the opposite case (i.e. dark objects on bright
background) we need to compute the dual component-tree (the component-tree
of the negative image). We propose an efficient strategy to determine automati-
cally the nature of the tree.

Let µI(G) be the mean value of the points of the image I belonging to the
marker G: µI(G) = 1

|G|
∑
p∈G I(p).

Let NG be a neighbourhood region associated to the marker G. Let cI(X,Y )
be the contrast function defined by:

cI(X,Y ) = µI(X)− µI(Y ),

withX,Y ⊆ E andX∩Y = ∅. If cI(G,NG) < 0, it means that the marked object
is possibly darker than its neighbourhood: in this case the dual component-tree
of source image I is computed. In this paper we consider the neighbourhood
defined as the complement of G, i.e. NG = Gc = E \G.

Image values shifting In order to deal with objects which corresponds neither
to component-tree nor to dual component-tree nodes, we propose to transform
the source image. Let so(I) the function defined for all p ∈ E by:

so(I)(p) = Vmax − |(I(p)− o)| ,

where o ∈ V is a reference colour defined by the marker G (i.e. o = µI(G)).
This function enables (as in [4]) to enhance pixels having a colour close to the
marker, therefore favouring the presence of the marked object in a leaf of the
associated component-tree.

Exploiting colour information Finally, we propose a way of working with
colour images (i.e. images having their values in V ⊆ Zk). Indeed, the component-
tree algorithm is devoted to grayscale images: its extension to colour images is
not trivial and has been addressed in [4] and [5]. One possibility consists in trans-
forming a colour image in a grayscale one in order to obtain a total ordering on
the set of values.



For this purpose, we propose to transform the colour image by taking into
account the most significants colour channels with respect to the local contrast
between the marker and its background. More formally, letm be the ponderation
function defined for each p ∈ E by:

m(I)(p) =
w1 ∗ I1(p) + w2 ∗ I2(p) + . . .+ wn ∗ Ik(p)

w1 + w2 + ...+ wk
,

where the Iki=0 represent the k colour channels of I and the wki=0 are the weights
associated to each channels.

Let ri be the function giving, for each channel Ii, a contrast measure between
the marker and its neighborhood: ri(G) = cIi(G,NG)

2.
We take wi = ri(G) in order to favour, in the ponderation function, the

channels in which the marker has a high contrast with respect to its neighbor-
hood. Our approach allows to use RGB as well as CMYK and HSL/HSV (after
translation hue to range [0, 255]) colour models. We can also remove channels
that are not significant enough (by imposing for example a minimal threshold
on the weights). The full preprocessing algorithm includes the three strategies
described above and is illustrated in Fig. 4.

(a) (b) (c) Ajusted image
defined from Ga

(d) Ajusted image
defined from Gb

Fig. 4. Illustration of the image preprocessing based on image marker photometric
informations. Two different markers Ga and Gb were used to experiment the image
transformation from the source image (a). The resulting images are shown in (c,d).

3.2 Automatic setting of the alpha parameter

As illustrated in the previous section 2, the quality of the resulting segmentation
is very sensitive to the choice of the parameter α . To remove this limitation, we
propose to define a criterion allowing to assess automatically the best parameter
α. In the same spirit as the deformable model based algorithms, we propose
to take into account the image gradient intensity and the smoothness contour
quality.

Meaningful Scale detection on discrete contour To evaluate the degree of
contour quality we use the method of the meaningful scale detection which allows



to detect automatically what is the relevant scale of a given contour [3]. This
method is based on the multiscale analysis of the length of the digital straight
segments primitive. Note that this method can also be evaluated online [6]. Fig. 5
illustrates such meaningful scale detection obtained on synthetic and real image.

(a) (b) (c) (d)

Fig. 5. Illustration of the meaningful scale detection on two images tests (a,c). The
resulting meaningful scale is illustrated on images (b,d). For each contour point we
display a blue box of size equals to the detected noise level.

Note that given a maximal scale Smax the meaningful scale detection can be
considered as parameter free. In the following we will denote by η(p) the amount
of noise level given for a contour point p. This noise level values will be include
in [1, Smax].

Image gradient intensity We also propose to choose, among all the possible
segmentations induced by the α parameter, the one whose contour coincides with
regions of high gradient intensity.

Let W ⊆ E a segmentation result, and O ⊆ W the set of contour pixels of
W . Let Y = {O1, O2, . . . , On} the set of all connected contours of the result and
D the longest contour of Y (i.e. |D| is maximal for all Oi ∈ Y ). Let j(Oi) be
weight function defined for a contour as follows:

j(Oi) =
|D|

(|D| − |Oi|+ 1) ∗NMP (D)
,

where NMP (D) is the number of meaningful pixels p of D (the number of pixels
of D for which η(p) = 1). We have tested several criteria and obtained the best
results by choosing the segmentation minimizing:

k =

∑
Oi∈Y |Oi|

(
∑
Oi∈Y gmax(Oi) ∗ j(Oi))

where gmax(Oi) =
∑
p∈Oi

(max{g(p′)|p ∈ Oi ∧max(|xp − xp′ |, |yp − yp′ |) ≤ 1})
and g is the image gradient. In this work, the gradient of I is approximated using
the Sobel operator.

4 Experiments and comparisons

To evaluate the efficiency of the proposed solutions, we have first experimented
the contrast feature improvements in comparison to the initial component tree



algorithm. Fig. 6 shows the results obtained on two real images. We can clearly
see that the proposed contrast based method really improves the original ap-
proach.
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Fig. 6. Comparisons of the original Component Tree Algorithm (originalCT) and the
improved algorithm exploiting contrast information (contrastCT) for different values
of the parameter α.

The efficiency of the alpha automatic settings was evaluated on four various
test images and compared with another segmentation method called Morpholog-
ical Snakes which can also be applied in real time [7] (see Fig. 7). The improved
component tree algorithm presents better quality result and has no parameter
to tune contrary the morphological snake approach. Note that the source code
of an online version working on Android and PC is available [8].

5 Conclusion

In this paper, we have addressed the problem of interactive segmentation. Several
improvements to the component-tree based segmentation method were proposed.
First, we apply some transformations to the image according to the marker de-
fined in order to adapt the component-tree to the user need. Second, we intro-
duce an automatic way of setting α parameter based on meaningful scales. The
interest of the proposed approach was experimented by some experiments and
comparisons.

In future works, we will focus on highly-textured objects, which are not
currently segmentable with our approach. Moreover, we plan to study the ex-



(a) auto α = 0.20 (b) auto α = 0.09 (c)auto α = 0.02 (d) auto α = 0.13

(e) (f) (g) (h)

Fig. 7. Experiments of the automatic set of the alpha value (a-d) and comparisons with
the Morphological Snake algorithm [7] (e-h) with the same markers than experiments
(a-d) and with the expansion ballonforce (experimented from the author source code
and displayed with the DGtal library [9]).

tension of component-tree to video data, one possible solution can be the use of
spatio-temporal quasi-flat zones [10] as tree nodes instead of spatial connected
components.
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